Howto: Compare Ordered Lists
John Colosi
Introduction
Within this document I describe a technique for measuring the difference between ordered sets with the same elements.  For instance, I know that the set (a, b, c) differs from the set (a, c, b), but by how much?  Also, I know that (a, b, c) differs from (c, b, a).  Which two sets are most alike?  If I could quantify the difference between these sets, I could figure out which ones are most similar.  This technique has a number of real world applications from lists of domain names to the Billboard Top 20.
The conclusion of this research is expressed in a single equation given at the end of this document.  If you hate suspense, you can flip to the end.

Variance of Numbers in a Set
I’d like to describe the variance between two ordered sets.  I looked to standard set theory for guidance.  The variance of a single set of numbers describes how much each number resembles the others.  For instance, the variance of the set (1, 2, 3) will be small where as the variance of the set (1, 2000, 3) will be large.

The variance of the numbers within a set involves summing the differences between each number and the mean.
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Equation 1: Variance of a set of numbers
This looks more complicated than it is.  In simple language, I find the average value of all the numbers in a set.  Then, for each number, I square the difference between the number and the average.  Finally I find the average of all of those squares.  The smaller this final number is, the more closely the numbers resemble each other.
One thing to note about the set Variance is that the maximum variance of a set depends on its cardinality or the number of elements in the set.  This makes it hard to compare variance values for sets of different sizes.

Variance of Two Sets

When comparing two sets of domain names for instance, there is no average value to find.  Instead, we’ll compare the rank of each element in the set, to the rank of the same element in the other set.
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Equation 2: Variance of one set with respect to another
This looks very similar to the equation for set variance.  However, instead of differencing a number from the mean, we’re differencing the element ranks.

As an example lets assume we have the following sets:
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Now to find the variance between them, we’ll square the differences and then average over the size of the set.
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Equation 3: Variance between example sets

Filling a few values we get
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So the variance value is 4.4.  I’m confident that this is a very accurate measure for the variance of these two sets.  Unfortunately, the number is fairly useless.  It doesn’t really mean much to me.  Are the sets pretty similar, or are they far apart?  I need a context for the number before I can give it meaning.

Maximum Variance

In order to give some context for the variance metric, it would be useful to find the theoretical maximum variance for sets of a certain size.  Then we could give the variance value as a proportion of the maximum variance.  So let’s take two sets that are as different as we can make them:
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Now, the variance of these sets should be the theoretical maximum variance for the two sets.
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Equation 4: Maximum Variance for 6 elements

Filling in actual values we find
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So the theoretical maximum variance for sets of size 6 is 14.  This may not seem like much, but now we can put our previous value in some context.  The variance of our first two sets isn’t just 4.4; it’s 4.4 out of 14, or about 31%.  Saying these sets vary at about 31% tells you something about the similarity of the rankings.
Computational Complexity
So we have looked at two sets, and generated an objective measure of the difference between them.  Unfortunately there is a very subtle problem with the approach above.  Finding the Maximum Variance requires an O(N) calculation.  That is, in order to determine the theoretical worst case value, we have to do a calculation for every single element in the theoretical list.  Comparing lists of 100 elements would require 100 calculations.  Comparing lists of a million elements would require a million calculations.  For comparing large lists, this type of complexity can get out of hand.  Maybe there’s a better way to determine the maximum variance.
Sum of Squares Approximation of the Maximum Variance
So we need a simpler way to calculate the maximum variance between two sets.  Focusing on a set of size 6, the variance looks like this:
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By rearranging a few numbers we get
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By nudging up some of the values we get
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So our first approximation of the maximum variance looks like this:
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Equation 6: Sum of Squares Approximation
This approximation over-estimates every other term, so the Sum of Squares approximation is guaranteed to be higher than the Maximum Variance.  We already know that the Maximum Variance for sets of size 6 is 14.  Now we can calculate our first approximation.
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The approximate value is indeed higher than the actual, but it’s a good approximation.  One nice thing about this approximation is that we no longer have to know anything about the actual sets of values.  We can calculate this approximation knowing only the size of the sets being comparing.  Unfortunately, this approximation is still O(N) because we have to do a calculation for each element in the set.

Integral Approximation of the Maximum Variance

The second approximation builds on the first.  The Sum of Squares crunches a discrete sum of all of the differences in the set.  Instead of using a discrete sum, we can use a continuous sum, or Integral, to find an approximation of the sum of squares.  Math on a continuous number line is called Calculus.
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So we have a new approximation.
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Equation 7: Integral Approximation

The integral approximation is guaranteed to be less than the Sum of Squares.  So the Sum of Squares is larger than the Maximum Variance, and the Integral Approximation is smaller than the Sum of Squares.  Employing some round-about logic we might expect the Integral approach to be a good approximation.

We can calculate the Maximum Variance for sets of 6 elements.
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So indeed this seems to be a good approximation.  As an added benefit, the integral approach is O(1) which means its performance is independent of the size of the sets.  Finding the maximum variance for 1000 element sets will take the same amount of time as for million element sets.  This finally is the sort of complexity that we had hoped for.
Hedged Integral Approximation of the Maximum Variance

As a third approximation, we can hedge the Integral approach by averaging MaxVarInt(N) with MaxVarInt(N+1). So we have:

[image: image19.wmf]3

3

32

(1)

33

2331

2

(1)6(1)

N

N

NNN

NN

æö

+

+

ç÷

èø

+++

=

--


Which yields
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Equation 8: Averaged Integral Approximation

This averaged approach appears to be a better approximation of the Sum of Squares, but is not as good at approximating the Maximum Variance.
Now for Something Completely Different

So it looks like the Integral approach gives a good approximation for the Maximum Variance between two sets.  Let’s start over with a different approach.  Instead of comparing a set to the same set in reverse order, we can bifurcate the set, reversing each half before switching the two halves.  For instance, instead of comparing
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which is complicated, we can compare
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As it turns out, the math in this approach is less complex.  So we simplify the equation by saying each element is half of N away from its corresponding element.  Because there are N elements we get:
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So we have
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Equation 9: A simple maximum variance
This result should look familiar.  If we take the ratio of this value against the actual Maximum Variance, we get a number that quickly approaches 3/4.

	Cardinality
	Approximated Variance
	Maximum Variance
	Ratio

	2
	2
	2
	1.0000

	4
	5.33
	6.67
	0.7991

	9
	22.78
	30
	0.7593

	16
	68.27
	90.67
	0.7530

	25
	162.76
	216.67
	0.7512

	36
	333.26
	444
	0.7506

	49
	612.76
	816.67
	0.7503

	64
	1040.25
	1386.67
	0.7502

	81
	1660.75
	2214
	0.7501

	100
	2525.25
	3366.67
	0.7501

	121
	3690.75
	4920.67
	0.7501

	144
	5220.25
	6960
	0.7500

	169
	7182.75
	9576.67
	0.7500

	196
	9653.25
	12870.67
	0.7500

	225
	12712.75
	16950
	0.7500

	500
	62625.25
	83500
	0.7500

	1000
	250250.25
	333666.67
	0.7500

	2000
	1000500.25
	1334000
	0.7500


We can then multiply our approximation by 4/3 to fudge our answer and make a good approximation.
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What we find is interesting.  Multiplying by 4/3 reveals the Integration Approach.  It turns out bifurcating the elements in the set the way we did yields exactly ¾ of an integration over those elements.
Conclusions

We looked at several different ways to approximate the Maximum Variance between two sets.  The Integration approach seems like the best approximation.  Using this final approach we get:
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Which yields our final answer
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Equation 10: Variance Ratio for two ordered sets
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